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Abstract 

The development of Optical Character Recognition (OCR) systems for Bangla script has been an area of active research since the 

1980s. This study presents a comprehensive analysis and development of a cross-platform mobile application for Bangla OCR, 

leveraging the Tesseract OCR engine. The primary objective is to enhance the recognition accuracy of Bangla characters, 

achieving rates between 90% and 99%. The application is designed to facilitate the automatic extraction of text from images 

selected from the device's photo library, promoting the preservation and accessibility of Bangla language materials. This paper 

discusses the methodology, including the preparation of training datasets, preprocessing steps, and the integration of the 

Tesseract OCR engine within a Dart programming environment for cross-platform functionality. This integration provides that 

the application could be introduced on mobile platforms without substantial alterations. The results demonstrate significant 

improvements in recognition accuracy, making this application a valuable tool for various practical applications such as data 

entry for printed Bengali documents, automatic recognition of Bangla number plates, and the digital archiving of vintage Bangla 

books. These improvements are crucial to further enhance the usability and reliability of Bangla OCR on mobile devices. Our 

cross-platform method for Bangla OCR on mobile devices provides a strong solution with exceptional identification accuracy, 

which helps in preserving and making Bangla language information accessible in digital format. This study has significant 

implications for future research and advancement in the field of optical character recognition (OCR) for intricate writing systems, 

especially in mobile settings. 
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1. Introduction 

Optical character recognition (OCR) is a mechanism that 

transforms text input into a format that can be understood and 

processed by a machine [1]. Currently, OCR technology is 

being used to transform both handwritten medieval manu-

scripts [2] and typewritten documents into digital format [3]. 

This has facilitated the retrieval of the necessary information 

by eliminating the need to go through numerous documents 

and folders in search of the desired information. Organiza-
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tions are meeting the requirements for digitally preserving 

historical material [4], legal documents [5], educational con-

tinuity [6], and other similar needs. The utilization of Optical 

Character Recognition (OCR) technology has fundamentally 

transformed the process of converting and manipulating tex-

tual data, providing notable benefits in terms of effectiveness 

and availability [7, 8]. Although OCR systems for Latin 

scripts have undergone significant development and wide-

spread use, OCR for Bangla script has received comparatively 

little attention, despite its significance for millions of Bang-

la-speaking citizens globally [9-11]. The complicated curves 

and various diacritic markings of Bangla characters present 

distinct problems for the development of OCR. 

An efficient Bangla OCR solution is crucial, especially for 

the preservation and promotion of the Bangla language in the 

digital era [12-14]. Given the widespread use of smartphones 

and the growing need on mobile apps for daily activities, a 

cross-platform mobile OCR tool is becoming increasingly 

important [15-17]. This application has the capability to 

support various practical uses, including the conversion of 

printed Bangla documents into digital format, the identifica-

tion of Bangla text in real-life environments, and the en-

hancement of digital resources accessibility for Bangla 

speakers [18, 19]. 

Numerous research have been conducted to develop an 

OCR platform that especially recognises Bangla letters since 

the middle of the 1980s [20]. Most of these (BOCRA and 

Apona-Pathak) attempts have intensive on the recognition of 

letters separately, instead of making a complete OCR system 

[21]. The first open-source, full OCR computer programme 

for Bangla, Bangla optical character recognition, was pub-

lished by the Centre for Research on Bangla Language Pro-

cessing (CRBLP) in 2007 [22, 23]. The accuracy rate of 

Bangla OCR is up to 98% (in a few domains), and it is a de-

pendable OCR framework [24, 25]. The Tesseract is one of 

the top three engines, according to UNLV's accuracy test. The 

Tesseract OCR engine supports works with a similar structure 

and makes it easier to train characters for the new language 

since it uses methods specific to English letters in many stages 

[26, 27]. There were instructions on how to use the Tesseract 

OCR API to combine letter recognition for Bangla and Ben-

gali [28]. The script training procedures are explained in Py-

thon along with some very fundamental details about the 

Bangla letter set [22, 14]. 

Tesseract can recognise English script, but for Biborton, we 

use the Tesseract library in dart programming (for 

Cross-Platform Apps) to create Tesseract datasets for "Tes-

seract based Bangla-OCR," an open-source OCR mobile 

application for identifying Bangla letters that combined Tes-

seract's excellent recognition platform into the Bangla OCR. 

The user may choose a picture from the device's photo library, 

and this cross-platform programme will recognise it and ex-

tract the text from it [29]. The Bangla language may establish 

itself as a valued asset with the help of this mobile app. In the 

research paper, we thoroughly explain the approach, provide 

information on how it was put into practise, discuss the out-

comes, and then draw a conclusion. 

The most significant method for the Bangla Optical Char-

acter Recognition (OCR) Mobile Application (Cross Platform) 

is the utilization of low-cost convolutional neural networks 

(CNN) for recognizing handwritten punctuations in Bengali 

literature [30]. Additionally, the use of ensemble learning 

techniques like stacking Random Forest, Extra Trees, and 

XGBoost models has shown exceptional accuracy in Bangla 

OCR, outperforming current models with a 99.98%accuracy 

rate on the CMATERdb dataset [31]. Moreover, employing 

feature extraction methods like Local Binary Pattern (LBP) 

and classification models such as Random Forest and Support 

Vector Machine (SVM) have proven effective in recognizing 

Bengali handwritten characters, contributing to the success of 

OCR applications in accurately identifying Bengali characters 

[32]. By combining these approaches, a comprehensive and 

efficient Bangla OCR Mobile Application can be developed 

for cross-platform use, ensuring accurate recognition and 

conversion of handwritten Bengali text into machine-encoded 

format. 

The primary objective of this study is to create a reliable 

and effective mobile application for Bangla OCR, leveraging 

the Tesseract OCR engine. The selection of Tesseract, a freely 

available OCR engine, is motivated by its versatility, excep-

tional precision rates, and capacity to be seamlessly incorpo-

rated into mobile contexts. The objective of the program is to 

attain a high level of accuracy in recognizing Bangla charac-

ters. This will improve the user's experience and expand the 

range of OCR applications for the Bangla script. 

This research follows an approach that includes important 

steps such as creating extensive training datasets, applying 

preprocessing techniques to improve image quality [33], and 

integrating an OCR engine into a cross-platform framework 

using Dart. This work seeks to make a substantial contribution 

to the field of OCR technology by specifically addressing the 

issues related to Bangla script recognition. The findings of 

this study will provide a helpful tool for both academic re-

search and practical applications. In the subsequent parts, we 

offer an extensive examination of the existing research on 

Bangla OCR, elucidate the technological methodology and 

implementation specifics of the mobile application, present 

the results of our experiments and performance assessment, 

and deliberate on the consequences of our discoveries. This 

extensive research aims to emphasize the potential and sig-

nificance of enhancing OCR technology for the Bangla script, 

thereby laying the foundation for future advancements in this 

critical field. 

2. Characteristics of Bangla Scripts 

The main objective of "Tesseract-based Bangla-OCR" is to 

boost Bangla OCR's recognition rate to between 90% and 

99%. The typeface, size, and even the structure of the paper 

have a big impact on this rate. Below are the categories. 
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Table 1. Types of Bangla Character Sets. 

Types Characters 

Vowels অ আ ই ঈ উ ঊ ঋ এ ঐ ঑ ঒ 

Vowel Modifiers া  িা া  া  া  া  ো ৈা ো  ো  া  

Consonants 
ও ঔ ক খ গ ঘ ঙ চ ছ জ ঝ ঞ ট ঠ ড ঢ ণ দ 

ধ ন ঩ প ফ ব ভ ম য র ঱ ল ঳ ঴ ড় ঢ় 

Consonants Modifiers া ম া য 

Numbers ০ ১ ২ ৩ ৪ ৫ ৬ ৭ ৮ ৯ 

Some Compound Letters ক্ষ ষ্ট ন্ম শ্ব ম্প ঞ্জ 

Nearly every letter in the Bangla alphabet has a horizontal 

line at the top, known as a "matra" or headline. The top, centre, 

and bottom portions of a bangla letter may be separated [34, 

35]. The part above the matra or headline is considered the 

upper section. The majority of the basic and compound letters 

are situated in the centre portion, which is defined as being 

between the matra and lower baseline [36]. Normally, a few 

modifiers are nestled in the bottom area, just under an illus-

trative line that terminates in the centre section. A few modi-

fiers and common letters are covered in the top section. 

Basic features of Bangla letters include: 

1) Writing in Bangla is done from left to right. 

2) There are no capital letters or small characters in the 

Bangla alphabet. 

3) Most vowels in words adopt an altered form known as a 

modifier or an allograph. 

4) The word's midsection does not include the modifier 

without a letter. As a result, unlike in English, the term 

"capitalism" does not start with that letter. 

5) There are about 253 compound characters in Banlga [37, 

38]. 

6) With 32 characters, "Matra" or headlines are present. 

The script line, grouping the letters of a word into cat-

egories, and categorising the characters using a binary 

tree classifier all depend on the headline. In order to 

categorise letters, some have identifiers that rise beyond 

the topline. Matra is similarly important for the skew 

detection process. 

7) Some letters have a left sidebar and some have a right 

sidebar [20]. 

3. Methodology 

The development of the Bangla Optical Character Recog-

nition (OCR) Mobile Application involves a systematic ap-

proach encompassing several critical stages, each integral to 

achieving a high level of recognition accuracy and user func-

tionality. The methodology can be outlined as follows: 

1) Preparing training data. 

2) Preparing document paper. 

3) Formulating Tesseract to support the photo. 

4) Execution Recognition using the Tesseract API. 

5) Post-processing is used for text output. Compared to the 

other members of the functionality series, 1 is more in-

dependent. The success of the preceding phase is nec-

essary for the completion of tasks 2, 3, and 4. 

3.1. Training Data Preparation 

The procedures we carried out to produce the training da-

taset are covered in depth in a standard instruction set used to 

build a collection of training data for Bangla writing [28]. We 

first compiled 340 letters (50 fundamentals, 10 vowel modi-

fiers, and 270 complex letters) and anticipated using them as 

the fundamental building blocks for directions. To carry out 

our experiment and categorise the required volume of training 

data, we made use of these units. The completed training data 

set classifies the provided sequence: 

1) All numbers All letters incluing vowels. 

2) Modifiers for vowels as well as consonants. 

3) Vowel modifiers and compound letters. 

4) Consonants and their variants. 

5) Combinations of consonants (compound letter). 

6) Compound letters and consonant modifiers. 

Developing a training dataset requires a significant amount 

of labour as well as a large number of trials. The trials were 

necessary in order to find the most effective sequence in 

which to present the training data in order to get the maximum 

accuracy rate. We were able to successfully handle more than 

a dozen distinct sets of training data by using the following 

criteria: 

1) File types. 

2) Dots per inches of Photo. 

3) Different Font. 

4) & size Breakdown. 

5) Degradation. 

The foundation for creating training data sets that are 

equally vast is the Tesseract limitation of only taking thir-

ty-two documents type for each component as input [39]. 

Automated propagation of the training snapshot has a con-

siderable impact on these restrictions' discrete values 

throughout the data grounding cycle. The computerised crea-

tion of the training data allowed us to overcome the difficul-

ties of assembling a significant number of data components, 

such as the 3200 units labelled in [28], from real images. The 

parameter type of document image (TDI) encodes the training 

data, which are either scanned or digitalized. Comput-

er-generated images (CGI) make it easiest to create the set-

tings for image dpi (IDPI), font size (FS), and font type (FT). 

In order to improve the comparison between training snap-

shots and real pictures, scanned images (SI) were created. In 

order to create these images, we first organised the papers by 

taking into consideration the typeface and font size require-

ments. As a result, we properly scanned the skew angles of the 
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paper documents and satisfied the requirements for the picture 

resolution. The pictures were then de-skewered. The param-

eter degradation (DEG) process was then applied to the 

equipped degraded snapshot, which is used on both CGI and 

SI. One of the most important aspects in improving the 

competence of the data for training to an unlimited scope was 

the implementation of sectionalization (SEC) to the training 

images. The goal of adding this restriction is to improve the 

correspondence between the training data pieces and the let-

ters/units in the test image that are presented to the recognizer. 

The degree of efficiency is developed by using this approach 

of structuring the training data in a suggested manner. The 

sectionalization process must remain constant for equitable 

training and testing, which is one important factor. 

A sample of the evaluation of reliable breakdown is shown 

in figure 1, where (a) the training units are shown without 

breakdown, (b) the training units are shown with breakdown 

applied, and (c) the test photo's condition is shown prior to 

being sent to the recognizer. Since figure 1 reveals the distinct 

similarity between the training and testing units/letters, it 

seems to demonstrate the value of broken-down training units. 

Also take notice of the fact that operation sectionalization 

results in a reduction in the dimensions of training data 

components. In figure 1(b), the unit has been divided into a 

and  ۛ , where already counts as a training unit by measurement, 

making it unnecessary to train the component. This condition 

was shared by many more of the 3200 total units, which 

suggests that the amount of training data pieces was con-

densed. In figure 2, a sectioned training unit for the sound "o" 

is shown. Table 2 presents the top 5 parameter combinations. 

These amalgamations all use the Mitra mono font family, a 

22/24 font size, and a 300 DPI for the images. We collected 

fully letter amalgamations in 13 snapshots for our data 

grounding approach, numerals and modifier symbols in 7 

snapshots, and degraded units in only 1 snapshot. 

 
Figure 1. Sectionalization of training data training units. 

 
Figure 2. Sectionizeed. 

Table 2. The 5 parameter configurations for training data preparation. 

Name Type of Document Image Apply DEG Apply SEC Total Units 

Set-I SI Positive Positive 1921 

Set-II CGI Positive Positive 1893 

Set-III (Set-I + Set-II) SI + CGI Positive Positive 3092 

Set-IV SI + CGI Negative Negative 4262 

Set-V SI + CGI Negative Positive 4559 

 

3.2. Processing the Document Image 

Following the execution of the letter breakdown to the test 

picture, this step seeks to get information about the letter/units. 

Providing the application with the ability to operate with 

diverse picture input formats is a crucial difficulty of this 

stage. Therefore, it was important to complete the work of 

picture acquisition in addition to the information mining of 

the raw photo data. The Tesseract command on the operating 

system is used to carry out the remaining preprocessing op-

erations, with the exception of letter breakdown. When de-

veloping this software, we encountered the very complex 

issue of writing a letter broken down in Bangla. 
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3.3. Performing Recognition Using 

TesseractEngine 

The goal is to use Tesseract to recognise the chosen image 

and get the output result. We integrated the Tesseract 

framework into our application using flutter_tesseract_ocr 

[2D]. There is another Tesseract for Flutter version available; 

however they are less effective than it. We need training data 

for the Bangla script for test data [9D]. Due to our restricted 

resources (we don't own a MacBook), we obtained the dataset 

from a few internet sources and hired a third party to assist us 

in training it. 

3.4. Post-Processing the Generated Text Output 

During this stage, we used two levels of post-processing: 

one on the raw text from the previous stage, and the other on 

the preprocessor output to identify spelling errors and provide 

suggestions for misspelled words. 

The initial post-processing involves reordering Unicode text 

and correcting recognition errors according to particular 

standards. Bangla text images differ from Unicode text in 

character order, especially when independent vowels are com-

bined with consonants. Most independent vowels experience 

this issue, making reordering clear. Image characters appear 

before consonants in text, but after them in Unicode text [40]. 

4. Basic Work Flow 

 
Figure 3. Start to End step-wise workflow. 

The figure 3 illustrates the basic workflow of the research 

and the process begins with the user capturing an input image 

using a mobile device (Step 1). This image is then read and 

processed by the application (Step 2), which prepares it for 

further analysis. The processed image is passed to Tesseract, 

an open-source OCR engine (Step 3). In the segmentation 

phase (Step 4), the image is divided into distinct regions to 

isolate the text components. Next, the text recognizer (Step 5) 

identifies and converts the segmented text into digital format. 

Finally, the extracted text is produced as the output (Step 6), 

which can be displayed on the device or used for further ap-

plications. This workflow ensures efficient and accurate 

recognition of Bangla text from images, enabling the devel-

opment of a robust cross-platform OCR mobile application. 

5. Tesseract OCR’s Internal Mechanism 

and Recognize Words 

The figure 4 depicts the Tesseract OCR Architecture, which 

is a key component of this research the process begins with an 

input image, which can be either in gray or color format. This 

image undergoes adaptive thresholding to convert it into a 

binary image, facilitating further analysis. The binary image is 

then processed to find text lines and words, which involves 

identifying the outlines of characters. These character outlines 

are organized into words through connected component 

analysis, which groups related components together. The 

system performs two passes of word recognition to enhance 

accuracy. In the first pass, it recognizes words based on initial 

character outlines, and in the second pass, it refines these 

recognitions to produce the final output. This architecture 

enables efficient and accurate text extraction, which is essen-

tial for developing a robust Bangla OCR mobile application. 

 
Figure 4. Tesseract OCR Architecture. 

The training process starts with a word list and training 

page images (figure 5), which are input into Tesseract. Tes-

seract processes these inputs, with potential manual correc-

tions to ensure accuracy, and generates box files that outline 

character positions within the images. These box files are then 

fed into the unicharset_extractor to produce a unicharset, 
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which includes all the unique characters identified. 

Character features are extracted and compiled into trained 

data files through mfTraining and cnTraining processes. The 

trained data files incorporate character properties and features, 

which are essential for accurate text recognition. Additionally, 

the word list is converted into word dictionaries (word-dawg 

and freq-dawg) using the wordlist2dawg tool, contributing to 

the Tesseract data files. 

These comprehensive Tesseract data files, which include 

user-words, inttemp (initial templates), pffmtable (preference 

table), normproto (normalization prototypes), unicharset 

(unique character set), and DangAmbigs (dangerous ambigu-

ities), are used by the OCR engine to recognize and process 

text accurately. This training mechanism ensures that Tes-

seract can effectively recognize Bangla characters, facilitating 

the development of a reliable cross-platform OCR mobile 

application. 

 
Figure 5. Tesseract Data Training Mechanism. 

In the last process initiates with an input image, which is 

subjected to adaptive thresholding to produce a binary image, 

thereby enhancing contrast for subsequent analysis. This 

binary image is then processed to identify text lines and words 

by delineating character outlines. These outlines undergo 

connected component analysis to organize them into coherent 

words. The recognition mechanism operates in two phases: 

the first pass involves an initial attempt at word recognition, 

where character outlines are matched against known character 

features. In the second pass, these preliminary recognitions 

are refined for higher accuracy, leveraging contextual infor-

mation and advanced character properties. The outputs from 

both passes are then integrated to yield the final recognized 

text. This robust recognition mechanism ensures the accurate 

extraction and conversion of Bangla text from images, thereby 

enabling the efficient operation of the cross-platform OCR 

mobile application (figure 6). 

 
Figure 6. Word Recognition Mechanism. 
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6. Integration to Flutter 

Both Android and iPhone versions of this software are be-

ing developed. Dart was used exclusively for the development 

of this application. We have completed various milestones in 

the following development process: 

Create a user interface in Flutter and implement it. The user 

interface (UI) consists of a variety of screens (3D) and each 

screen's fundamental component, which enables indirect 

back-end interaction. 

In addition to working with the Tesseract OCR engine, we 

provide the back-end that can react to user input. 

Since Python isn't natively supported by Android Studio 

[1D], we utilised the flutter package to include Tesseract OCR 

into the programme. 

We include the pre-trained dataset into the Android project 

and create an on-device Bangla OCR. 

The illustration in the picture below shows the applications' 

overall perspective. This displays the OCR application's cur-

rent condition after picture recognition. Users have the choice 

to open a picture, have it recognised, and extract the text in the 

text widget on the extractor screen [8D]. The extracted text is 

available in an editable format that may be copied and used 

again for other purposes. 

7. Required Tools & Programming 

Language 

This project adds the necessary techniques on top of ex-

isting tesseract tools in order to allow the retrieval of words 

and characters that have been recognised by OCR [8]. 

Through the use of the following formation, we successfully 

incorporate Tesseract. 

1) Windows 10. 

2) Android Studio 4.2.2. 

3) Tesseract 4.0.0. 

4) A pre-trained data file in the Bengali language. 

5) Dart Programming Language 4.0. 

8. Tesseract OCR (Bangla) Engine 

Training Method 

Tesseract may also be trained, which is another plus; 

however, the practise sessions unfortunately aren't very well 

structured. The Tesseract engine mechanism's operating steps 

are shown in the figure that may be found just below figure 7. 

The element analysis and the division of the text and words 

have both been processed via the first three phases. Following 

that, the words are broken down into their component letters, 

and then each letter and component is put through a 2-way 

recognise pass. The results of the letters and words that have 

been recognised are sent to an adaptive classifier in the first 

pass. This classifier uses the data as a training dataset, there-

fore it is dependent on the data. The text will be recognised a 

second time, but this time using the adaptive classifier instead 

of the traditional one. 

 
Figure 7. Tesseract Training Flow. 

The typescript is recognised a second time since the first 

pass gives us knowledge about the typescript's environment. 

It's possible that words are recognised towards the conclusion 

of the first pass, which may be advantageous for words in the 

beginning of the text. That is similar to how people would 

attempt to get something. We shall recite the whole book or 

text the first time in order to understand the exact content; 

then, we will repeat it a second, third, or fourth time in an 

effort to fully comprehend it [41]. 

9. Complete Overview of User Interface 

(UI) 

Users' activities are interacted with via the user interface. 

Any user may utilise the programme thanks to its us-

er-friendly UI. Numerous back-ends operate and make it 

simpler with no difficulty only in a touch of the user interface. 

The very first screen that appears at a time, when the ap-

plication opens (figure 8a). When the application launches 

correctly, the home screen shows up (figure 8b). Extractor 

screen shows up after the app is successfully started (figure 

8c). 

There is an Alert Controller that appears when the "Pick an 

Image" button is pressed (figure 9a). Then choose a picture 
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from the library of pictures. Every picture is saved here (fig-

ure 9b). The main optical character recognition system for 

Bangla is built into the back part of this screen and this is the 

end result (figure 9c). 

   
                   a                                    b                                     c 

Figure 8. Lunch, Home and Extractor Screen. 

   
                   a                                     b                                    c 

Figure 9. Option, Photo Library and Extractor Screen (Image Read). 

  
                                 a                                              b 

Figure 10. Output (a) and Info Screen (b). 

Texts that were found in the chosen picture are processed 

and shown here in a text view (figure 10a). This screen has 

information about the application put on it (figure 10b).  
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10. Results and Discussion 

10.1. Results 

The developed Bangla Optical Character Recognition 

(OCR) Mobile Application was tested on a diverse set of 

Bangla text images to evaluate its performance (figure 11). 

The testing dataset included printed text, handwritten notes, 

and images with varying levels of noise and distortion. The 

results are summarized as follows: 

 
Figure 11. Bangla text images to evaluate the performance/result. 

Accuracy: The application achieved an overall accuracy 

rate of 92% for printed text images, demonstrating its robust 

capability in recognizing standard Bangla fonts. For hand-

written text, the accuracy rate was slightly lower at 85%, 

which can be attributed to the variations in individual hand-

writing styles and complexities. The application maintained 

an accuracy rate of 88% for noisy and distorted images, in-

dicating its resilience in handling suboptimal image quality. 

Processing Speed: The average processing time for each 

image was approximately 1.5 seconds on a standard mobile 

device, highlighting the application's efficiency and suitabil-

ity for real-time use. The segmentation and character recog-

nition steps were the most time-consuming parts of the pro-

cess, but optimizations in these areas contributed to the over-

all satisfactory performance. 

User Experience: User feedback was overwhelmingly 

positive, with testers appreciating the ease of use and the 

intuitive interface of the application. The cross-platform 

compatibility allowed users with different mobile operating 

systems to benefit from the OCR capabilities without any 

significant differences in performance. 

10.2. Discussion 

The high accuracy rates achieved by the Bangla OCR mo-

bile application underscore the effectiveness of the Tesseract 

OCR engine, particularly when combined with tailored pre-

processing and training specific to the Bangla script. The 

application’s ability to handle both printed and handwritten 

text, as well as images with noise, demonstrates its robustness 

and versatility, making it a valuable tool for a wide range of 

users. 

The slightly lower accuracy for handwritten text highlights 

the inherent challenges in OCR for handwriting recognition. 

Handwritten Bangla characters often exhibit significant var-

iability, which can complicate the recognition process. Future 

improvements could include enhancing the training dataset 

with a broader range of handwritten samples and imple-

menting more advanced machine learning algorithms tailored 

for handwriting recognition. 

The processing speed of the application is adequate for re-

al-time use, which is crucial for mobile applications where 

users expect quick and reliable performance. Further optimi-

zations in the segmentation and recognition stages could 

reduce processing time even more, enhancing user experi-

ence. 

User feedback emphasized the application's ease of use and 

cross-platform functionality, indicating successful design and 

implementation. Ensuring that the application remains acces-

sible and user-friendly across different devices will be im-

portant for widespread adoption. 

In conclusion, the Bangla Optical Character Recognition 

Mobile Application demonstrates significant potential in 

bridging the gap between digital and physical text for Bangla 

speakers. Its high accuracy, efficient processing, and positive 

user feedback validate its utility. However, ongoing en-

hancements, particularly in handwriting recognition and 

processing speed, will be necessary to further improve its 

performance and user satisfaction. 

11. Conclusion & Future Scope 

This research article presents the development and evalua-

tion of a mobile application designed to accurately and effi-

ciently recognize Bangla text from images. The application 

leverages the Tesseract OCR engine, enhanced with specific 

preprocessing techniques and tailored training for the Bangla 

script, to achieve high accuracy and robustness. 

The results demonstrate that the application performs ex-

ceptionally well with printed text, achieving an accuracy rate of 

92%, and shows commendable performance with handwritten 

text and noisy images, with accuracy rates of 85% and 88%, 

respectively. These outcomes underscore the application's 

versatility and robustness, making it a valuable tool for a di-

verse range of users, from students to professionals. 

The processing speed of approximately 1.5 seconds per 

image on standard mobile devices highlights the application's 

efficiency and suitability for real-time use. Positive user 

feedback regarding ease of use and cross-platform compati-

bility further validates the application's practical utility and 

user-centric design. 

Despite its strengths, the application faces challenges in 

accurately recognizing handwritten text, which can be ad-

dressed through further enhancements in the training dataset 

and the adoption of more advanced machine learning tech-

niques. Optimizing the segmentation and recognition stages 

can also improve processing speeds, enhancing the overall 

user experience. 

In summary, the Bangla Optical Character Recognition 

Mobile Application represents a significant advancement in 

the field of OCR for Bangla text, providing an effective, ac-
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cessible, and user-friendly tool for converting physical text 

into digital format. Future work focusing on refining hand-

writing recognition and improving processing efficiency will 

further solidify its position as a critical resource for Bangla 

speakers, contributing to greater accessibility and digitization 

of Bangla textual content. 

OCR has the potential to develop into a powerful tool for 

next data input applications. The lack of money in a capi-

tal-short economy might restrict the funds available for this 

technology's development. But if given the proper support and 

guidance, the OCR system may bring numerous benefits. 

They are: 

1) One of the most amazing, labor-saving capabilities that 

OCR can provide is hand-free data entering. 

2) The tool makes quick and easy work of identifying new 

typeface text. 

3) When necessary, we may reuse the rewriteable content 

and more easily change the papers' included text. 

4) Other than editing and searching, upgrading applications 

is a subject for future development. 
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